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On Deficiency Indices of Singular Differential
Operator of Odd Order in Degenerate Case

E.A. Nazirova, Y.T. Sultanaev∗

Abstract. Asymptotic formulas for the fundamental system of solutions of a singular
differential equation of the 5th order with complex-valued coefficients are obtained. Us-
ing the obtained formulas, the deficiency indices of the minimal differential operator
generated by the corresponding differential expression are investigated.
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1. Introduction

The following equation is considered:

(−1)n2iy(2n+1) +

n∑
k=l

(−1)k
(
pk(x)y(k)

)(k)
+

+i
n−1∑
j=m

(−1)j
[(
qj(x)y(j)

)(j+1)
+
(
qj(x)y(j+1)

)(j)]
= iσy.

Note that the situation when the equation does not contain a term with the
sought function y(x) and its derivatives of lower orders is called degenerate. The
asymptotics for the solutions of degenerate equations was studied earlier in [6, 9].
The asymptotics of solutions of a singular differential equation of odd order was
studied in [7, 1, 8]. However, the degenerate case for the odd-order equation has
not been yet considered.

The aim of this paper is to study the asymptotic behavior of a fundamental
system of solutions of a fifth-order equation with complex coefficients, when the
contribution of the coefficients to the asymptotic formulas are not the same.

∗Corresponding author.

http://www.azjm.org 125 c© 2010 AZJM All rights reserved.



126 E.A. Nazirova, Y.T. Sultanaev

As the model case (n = 2) we consider the equation

ly = 2iy(5) + (p2(x)y′′)′′ − i[(q1(x)y′)′′ + (q1(x)y′′)′]− (p1(x)y′)′ = iσy, (1)

where σ 6= 0 and the coefficients p1(x), p2(x), q1(x) are twice continuously
differentiable functions on (0,∞).

Consider the function F (x, σ, µ), which we will call the characteristic function
for differential expression ly and characteristic equation:

F (x, σ, µ) = 2iµ5 + p2(x)µ4 − 2iq1(x)µ3 − p1(x)µ2 − iσ. (2)

Let the following conditions be satisfied:

1. |p1(x)| → +∞ x→∞,

2. p′1(x) does not change sign for sufficiently large x ≥ x0 and:

p′1(x)

p
1/2
1 (x)

→ 0, x→∞,

∣∣∣∣∣
∫ ∞
x0

p′21 (x)

p
3/2
1 (x)

dx

∣∣∣∣∣ < +∞,

3. for sufficiently large x: |p′2| ≤ A2p
′
1p1 , |q′1| ≤ A1p

′
1p

1/2
1 , where A1,2 are

positive constants,

4. for sufficiently large x : |p′′1| ≤ B0p
′2
1 p
−1
1 p′′2 ≤ B2p

′2
1 , q′′1 ≤ B1p

′2
1 p
−1/2
1 ,

where B0,1,2 are positive constants,

5. for i, j = 3, 5 there exist positive constants A, B, such that

A ≤
∣∣∣∣µi(x, σ)

µj(x, σ)

∣∣∣∣ ≤ B,
6. for sufficiently large x, Re(µj(x, σ)−µi(x, σ)) for i, j = 3, 5, does not change

sign.

Let’s comment on the conditions (1-5). As for conditions (1,2), these are the
restrictions on the growth of the function p1(x). For example, p1(x) may be the
function xαlnβx, 0 < α < 2, β > 0.

The conditions (3,4) are the conditions of regular growth (Titcmarsh-Levitan).
This conditions mean that the coefficients of equation (1) cannot have oscillating
growth at infinity. Condition (5) means that the roots of (2) µ3(x, σ), µ4(x, σ),
µ5(x, σ) have the same growth at infinity.

Obviously, if conditions (1-5) are satisfied, then the equation F (x, σ, µ) = 0
has two decreasing roots at infinity µ1(x, σ), µ2(x, σ) and three increasing ones
µ3(x, σ), µ4(x, σ), µ5(x, σ).
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2. The transformation of equation (1)

Consider equation F (x, σ, µ) = 0. We note that using the Newton diagram
method (see, for example, [3] ), it is possible to investigate the asymptotic behav-
ior of the roots of this equation in both the main term and the first corrections
of the asymptotic expansion.

By virtue of condition (5) and Viet theorem, the following estimates are true:

B1 ≤

∣∣∣∣∣ q1p2/31

∣∣∣∣∣ ≤ A1, B2 ≤

∣∣∣∣∣ p2p1/31

∣∣∣∣∣ ≤ A2,

where A1,2, B1,2 are positive constants.
For simplicity, assume

q1

p
2/3
1

∼ a, p2

p
1/3
1

∼ b,

where a, b ∈ R are constants.

Let µ = τp
−1/3
1 in (2) and denote ε = |p1|−5/6. Then

G(τ) := 2iτ5 + bτ4 − 2iaτ3 − τ2 = iσsign(p1(x))ε2. (3)

Carrying out the analysis of the Newton diagram for the given equation, we
obtain two series of roots as x→∞:

τj = ±
√
|σ|
2

(1− (−1)sign(σp1)i)ε+ o(ε), j = 1, 2

τl = kl + o(1), l = 3, 4, 5, (4)

where kl are different roots of the equation

2ik3 + bk2 − 2iak − 1 = 0. (5)

Following the Newton diagram method, we obtain the first correction of our
asymptotic expansions:

τj = ±
√
|σ|
2

(1− (−1)sign(σp1)i)ε− aσε2 + o(ε2), j = 1, 2,

τl = kl + slε
2 + o(ε2), l = 3, 4, 5,

where

sl =
iσ

G′(kl)
, l = 3, 4, 5.
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Then for µj(x, σ) we get:

µj(x, σ) = ±
√
|σ|
2

(1−(−1)sign(σp1)i)|p1(x)|−1/2−aσp−4/31 (x)+o(p
−4/3
1 (x)), j = 1, 2,

µl(x, σ) = klp
1/3
1 (x) + slp

−4/3
1 (x) + o(p

−4/3
1 (x)), l = 3, 4, 5. (6)

Consider colon vector Y = col(y[0], . . . , y[4]), where y[i] are quasi-derivatives
of order i, defined by formulas

y[0] = y, y[1] =
d

dx
y[0],

y[2] =
√

2
d

dx
y[1],

y[3] =
√

2
d

dx
y[2] − q1(x)y[1] − ip2(x)√

2
y[2],

y[4] =
d

dx
y[3] + ip1(x)y[1] − q1(x)√

2
y[2].

The differential expression ly, defined by (1), will become

ly =
d

dx
y[4] − iσy

and equation (1) may be rewritten as a system:

Y ′ = A(x, σ)Y, (7)

where

A =


0 1 0 0 0
0 0 1√

2
0 0

0 q1√
2

ip22
1√
2

0

0 −ip1 q1√
2

0 1

σ 0 0 0 0

 .

Transform the matrix A to diagonal form. Find the eigenvectors and eigenval-
ues. We have to check that the eigenvalues of matrix A coincide with µj(x, σ), j =
1, 5. Consider the equation for eigenvectors:

Ati = µiti, i = 1, 5.

Let the first component of eigenvector be equal to any scalar function ti,1 = αi(x),
i = 1, 5. Then the remaining components of eigenvector will become:

ti,2 = αiµi,
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ti,3 = αi
√

2µ2i ,

ti,4 = αi
√

2(2µ3i − ip2µ2i − q1µi),

ti,5 = αi(2µ
4
i − ip2µ3i − 2q1µ

2
i + ip1µi). (8)

Denote C = T−1T ′. Let’s show that αi(x) may be chosen so that the following
conditions hold:

cii = 0, i = 1, 5. (9)

To this end, find the inverse matrix T−1(x, σ) =: B(x, σ) from the equality

BA = ΛB,

where Λ = diag{µ1, . . . , µ5}. We get

σbi,5 = µibi,1

bi,1 +
q1√

2
bi,3 − ip1bi,4 = µibi,2

1√
2
bi,2 + i

p2
2
bi,3 +

q1√
2
bi,4 = µibi,3

1√
2
bi,3 = µibi,4

bi,4 = µibi,5.

Put bi,5(x, σ) = βi(x), i = 1, 5. Then from (9) we obtain that every functions
αi satisfies the following differential equation (see more [2]):

βi

(
αi

d

dx

dF (x, σ, µi)

dµ
+ 2α′i

dF (x, σ, µi)

dµ

)
= 0.

Then

αi =

[
dF (x, σ, µi)

dµ

]−1/2
. (10)

Make a substitution in (7):
Y = TU. (11)

We obtain
U ′ = ΛU − CU. (12)

Unfortunately, the system (12) is not L-diagonal [2]. Let

U = (I +G)Z, (13)
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where I is an identity matrix and the matrix G has the following form:

G =

(
G1 O
O G2

)
,

where G1 and G2 are the solutions of the following equations:

G1Λ1 − Λ1G1 = C1, (14)

G2Λ2 − Λ2G2 = C2. (15)

Then we arrive at the system

Z ′ = (I +G)−1(Λ− C)(I +G)Z − (I +G)−1G′Z.

Suppose the matrices Λ and C have the following forms:

Λ =

(
Λ1 0
0 Λ2

)
; C =

(
C1 0
0 C2

)
+ C3.

Substituting these representations into the system and considering the properties
of G1 and G2, we obtain the system

Z ′ = ΛZ +

(
(I +G1)

−1C1G1 O
O (I +G2)

−1C2G2

)
Z+

+
(
(I +G)−1C3(I +G)− (I +G)−1G′

)
Z. (16)

3. Asymptotic formulas for the fundamental system of solutions
of equation (1)

Theorem 1. The system (16) is L-diagonal.

Proof. Consider the asymptotic behavior of the elements of matrices C1, C2, C3:

ci,j =
αiαj
µi − µj

[
−p′2(µiµj)2 − iq′1(µ2iµj + µiµ

2
j ) + p′1µiµj

]
. (17)

First we investigate the asymptotic behavior of the functions αi(x, σ), i = 1, 5 :

∂F (x, σ, µi)

∂µ
= 10µ4i − 4ip2µ

3
i − 6q1µ

2
i + 2ip1µi. (18)

Note that if j = 1, 2, then

∂F (x, σ, µj)

∂µ
∼ 2ip1µj , x→ +∞.
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In the case j = 3, 4, 5,

∂F (x, σ, µj)

∂µ
∼ constp1µj , x→ +∞.

Using (6) and (10), we obtain

α1,2(x, σ) ∼ constp−1/41 ,

α3,4,5(x, σ) ∼ constp−2/31 . (19)

Using the obtained asymptotic formulas for αi and µi and conditions (3,4), we
get

cij ∼ const
p
−2/4
1

p
−1/2
1

p′1p
−1
1 = const

p′1
p1
, i, j = 1, 2, (20)

cij ∼ const
p
−4/3
1 p

1/3
1 p′1

p
2/3
1

= const
p′1
p1
, i, j = 3, 4, 5, (21)

cij ∼ const
p
−2/3
1 p

−1/4
1 p

1/3
1 p′1

p
1/3
1 p

−1/2
1

= const
p′1

p
17/12
1

, i = 1, 2, j = 3, 4, 5. (22)

Formulas (22) are also true for i = 3, 4, 5, j = 1, 2. So, as the function p1(x) is
increasing for x→∞ the elements of matrix C1,2 are not summable and following
elements of matrix C3 are summable on [x0,∞). From the formulas (6,20,22) we
get the following expression for the elements of matrix G for i, j = 1, 2, x→∞:

gij =
(C1)ij(x, σ)

µi(x, σ)− µj(x, σ)
∼ constp

′
1(x)

p1(x)

1

p
−1/2
1 (x)

= const
p′1(x)

p
1/2
1 (x)

→ 0,

and for i, j = 3, 4, 5, x→∞:

gij(x) =
(C2)ij(x, σ)

µi(x, σ)− µj(x, σ)
∼ constp

′
1(x)

p1(x)

1

p
1/3
1 (x)

=

= const
p′1(x)

p
2/3
1 (x)

= o

(
p′1(x)

p
1/2
1 (x)

)
→ 0.

Consider µ′i(x, σ), c′ij(x, σ), α′i(x, σ), i, j = 1, 5. From the identity F (x, σ, µi(x, σ)) =
0 we have

∂F

∂µ
dµ+

∂F

∂x
dx = 0.



132 E.A. Nazirova, Y.T. Sultanaev

We have µ′i:
dµi(x, σ)

dx
= −∂F (x, σ, µi)/∂x

∂F (x, σ, µi)/∂µ
. (23)

Consider
∂F (x, σ, µi)

∂x
= −ip′2µ4i − 2q′1µ

3
i + ip′1µ

2
i .

Given the conditions 3) and (18) :

µ′i =
−ip′2µ4i − 2q′1µ

3
i + ip′1µ

2
i

10µ4i − 4ip2µ3i − 6q1µ2i + 2ip1µi
= µi

p′1
p1
, i = 1, 5. (24)

Consider the functions α′i(x, σ). From (10) it follows

α′i(x, σ) = −1/2

[
∂F (x, σ, µi)

∂µ

]−3/2 ∂

∂x

∂

∂µ
F (x, σ, µi),

∂

∂x

∂

∂µ
F (x, σ, µi) = 2iµip

′
1(−2

p′2
p′1
µ2i − 6

q′1
p′1
µi + 1) = 2iµip

′
1(1 + o(1)),

therefore
α′i(x, σ) ∼ −ip′1α−3i µi, i = 1, 5. (25)

Investigate the asymptotics of the function (C ′1,2)ij . Consider just the element
c′12 (for others are treated similarly).

c′12 =
α′1α2 + α′1α2

µ1 − µ2
[
−p′2(µ1µ2)2 − iq′1(µ21µ2 + µ1µ

2
2) + p′1µ1µ2

]
+

+
α1α2(µ

′
1 − µ′2)

(µ1 − µ2)2
[
−p′2(µ1µ2)2 − iq′1(µ21µ2 + µ1µ

2
2) + p′1µ1µ2

]
+

+
α1α2

µ1 − µ2
[
−p′′2(µ1µ2)

2 − iq′′1(µ21µ2 + µ1µ
2
2) + p′′1µ1µ2

]
+

+
α1α2

µ1 − µ2
[
−2p′2(µ

2
1µ

2
1)
′ − iq′1(µ21µ2 + µ1µ

2
2)
′ + p′1(µ1µ2)

′] .
Substituting the obtained asymptotics (6,19-22,24,25) in last formula, we get

c′12 = const
p′21
p21

(1 + o(1)). (26)

The similar formulas are true for cij , i, j = 1, 2, and i, j = 3, 4, 5.

g′ij(x) =

[
(C1,2)ij(x, σ)

µi(x, σ)− µj(x, σ)

]′
=

c′ij
µi − µj

−
cij(µ

′
i − µ′j)

(µi − µj)2
=
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= const
p′21

p21p
1/2
1

.

It follows from condition 2) that G′ ∈ L[x0,∞). Also (I + G1)
−1C1G1, (I +

G2)
−1C2G2 , (I+G)−1C3G and (I+G1)

−1G′1, (I+G2)
−1G′2 belongs to L[x0,∞).

We rewrite the system (16) in the form

Z ′ = diag{µ1, .., µ5}Z + Θ(x, σ)Z.

We make a substitution

Z = Wexp

∫ x

x0

µi(t, σ)dt. (27)

Then

W ′k = (µk − µi)Wk +

5∑
m=1

ΘkmWm, k = 1, 5. (28)

According to condition (6) and formulas (6), Re(µi−µj) does not change sign
for sufficiently large x for all i, j: i 6= j, i, j = 1, 5. All this means that for system
(28) all the conditions of Lemma 1 of [2, p. 288-292], are satisfied. Applying this
Lemma and getting back to the old variable Y , we obtain asymptotic formulas
for a system of linearly independent solutions.

Thus, we have proved

Theorem 2. Suppose that conditions (1-6) are satisfied. Then equation (1)
has 5 linearly independent solutions y1(x, σ) such that the following asymptotic
formulas hold as x→∞:

yj(x, σ) = αj(x, σ)exp

∫ x

x0

µi(t, σ)dt(1 + o(1)), i = 1, 5. (29)

To derive the asymptotic formulas for solutions y1(x, σ) and y2(x, σ), we used
the method proposed in [4] and [5].

Asymptotic formulas (29) enable us in some cases to solve the problem of
deficiency indices of the minimal differential operator L0 generated in L2[x0,∞)
by the differential expression (1).

4. On the deficiency indices of the minimal differential operator
L0, generated by the expression ly

Consider the following example. Let

p1(x) = cxα, p2 = bxα/3, q1(x) = ax2α/3, c > 0, 0 < α < 2.
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We note that for such coefficients the conditions (1-5) are satisfied. We study
the question of the deficiency indices of the corresponding minimal differential
operator L0.

We first consider a series of solutions (1) corresponding to decreasing roots of
the characteristic equation (2). From (6), (19) and (29) we have

µ1,2(x, σ) = ±
√
|σ|
2

(1− (−1)sign(σ)i)x−α/2 + o(x−α/2),

α1,2(x, σ) ∼ constx−α/4,

y21,2(x, σ) = constx−α/2exp

∫ x

x0

µ1,2(t, σ)dt(1 + o(1)).

The integral ∫ ∞
x0

(t−α/2 + o(t−α/2))dt

in this case diverges (α < 2). Note that for any sign of σ, the real part of the
principal term of the asymptotics for µ1,2 is positive, while for the other, it is
negative. Thus, one of the solutions y1,2 belongs to L2[x0,∞), and the second
does not.

We next consider a series of solutions of (1) corresponding to the growing
roots of equation (2). From (6), (19) and (29) for j = 3, 4, 5:

µj(x, σ) = kjx
α/3(x) + sjx

−4α/3(x) + o(x−4α/3),

αj(x, σ) ∼ constx−2α/3,

y2j (x, σ) = constx−4α/3exp

∫ x

x0

µj(t, σ)dt(1 + o(1)).

We note that for 3/4 < α < 2 the integral∫ ∞
x0

(t−4α/3 + o(t−4α/3))dt

converges and the integral ∫ ∞
x0

tα/3dt

diverges.
Let us first consider the case 3/4 < α < 2. The constants kj are determined

from the equation (5):
2ik3 + bk2 − 2iak − 1 = 0.
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Let’s make the substitution k = ir:

2r3 − br2 + 2ar − 1 = 0. (30)

The last equation is the one with real coefficients, which can have one real
and two complex conjugate roots or three real ones (the case of multiple roots is
chosen in view of condition (6)). First, let the equation (30) have three real roots
rj , j = 3, 4, 5. Then kj = ipj and

y2j (x, σ) ∼ constx−4α/3 ∈ L[x0,∞), j = 3, 4, 5,

so the deficiency indices of the operator L0 in this case are (4,4).
If the equation (30) has one real root r3 and two complex conjugate roots

r4,5 = δ ± iγ, then

k3 = ir3, y23(x, σ) ∼ constx−4α/3 ∈ L[x0,∞)

k4,5 = ∓γ + iδ, y24(x, σ) ∈ L[x0,∞), y25(x, σ) /∈ L[x0,∞).

Obviously, in this case the deficiency indices of the operator L0 are (3,3).
We proceed further to the second case, where 0 < α ≤ 3/4. In this case the

integral ∫ ∞
x0

(t−4α/3 + o(t−4α/3))dt

diverges. The defect indices of the operator L0 will depend on the real parts of
the constants sj , j = 3, 4, 5. We recall the formula for sj , j = 3, 4, 5:

sj =
iσ

G′(kj)
, j = 3, 4, 5. (31)

Suppose that the equation (30) has three real roots. Then the constants kj , j =
3, 4, 5 are imaginary, and the sj ’s, j = 3, 4, 5 are real. We note that from the
formula (31) and the properties of the derivative of a polynomial at its zeros it
follows that either two constants sj , j = 3, 4, 5 are positive and one is negative,
or one positive and two negative. This means that the defect indices of L0 in this
case are (2,3) or (3,2).
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