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#### Abstract

In this paper, we discuss the existence of solutions to a boundary value problem for differential equations of variable order. Our results are based on the Schauder fixed point theorem. Some examples are given to illustrate the effectiveness of our results. Key Words and Phrases: derivatives and integrals of variable order, differential equations of variable order, piecewise constant functions, existence.
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## 1. Introduction

In this paper, we consider the existence of solution to boundary value problem for differential equation of variable order

$$
\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=f(t, x(t)), \quad 0<t<T  \tag{1}\\
x(0)=0, \quad x(T)=0
\end{array}\right.
$$

where $0<T<+\infty, D_{0+}^{q(t)}$ denotes derivative of variable order defined by

$$
\begin{equation*}
D_{0+}^{q(t)} x(t)=\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q(t)}}{\Gamma(2-q(t))} x(s) d s, \quad t>0 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{0+}^{2-q(t)} x(t)=\int_{0}^{t} \frac{(t-s)^{1-q(t)}}{\Gamma(2-q(t))} x(s) d s, \quad t>0 \tag{3}
\end{equation*}
$$

denotes integral of variable order $2-q(t), 1<q(t) \leq 2,0 \leq t \leq T$.
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The subject of fractional calculus has gained considerable popularity and importance due to its frequent appearance in different research areas and engineering, such as physics, chemistry, control of dynamical systems, etc. Recently, many people paid attention to the existence and uniqueness of solutions to boundary value problem for fractional differential equations, such as [1-4].

The operators of variable order, which fall into a more complex operator category, are the derivatives and integrals whose order is the function of some variables. The variable order fractional derivative is an extension of constant order fractional derivative. In recent years, the operator and differential equations of variable order have been applied in engineering more and more frequently (for the examples and details, see [5-20], [22], [24-27]).

Although the existing literature on solutions of FBVPs is quite wide, few papers deal with the existence of solutions to BVPs with variable order. According to (1), (2) and (3), it is clear that when $q(t)$ is a constant function, i.e. $q(t) \equiv q$ ( $q$ is a finite positive constant), then $I_{0+}^{q(t)}, D_{0+}^{q(t)}$ are the usual Riemann-Liouville fractional integral and derivative [21].

The following properties of fractional calculus operators $D_{0+}^{q}, I_{0+}^{q}$ play an important part in discussing the existence of solutions of fractional differential equations.

Proposition 1. [21] The equality $I_{0+}^{\gamma} I_{0+}^{\delta} f(t)=I_{0+}^{\gamma+\delta} f(t), \gamma>0, \delta>0$ holds for $f \in L(0, b), 0<b<+\infty$.

Proposition 2. [21] The equality $D_{0+}^{\gamma} I_{0+}^{\gamma} f(t)=f(t), \gamma>0$ holds for $f \in$ $L(0, b), 0<b<+\infty$.

Proposition 3. [21] Let $1<\alpha \leq 2$. Then the differential equation

$$
D_{0+}^{\alpha} u=0
$$

has a unique solution

$$
u(t)=c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}, c_{1}, c_{2} \in R
$$

Proposition 4. [21] Let $1<\alpha \leq 2, u(t) \in L(0, b), D_{0+}^{\alpha} u \in L(0, b)$. Then the following equality holds

$$
I_{0+}^{\alpha} D_{0+}^{\alpha} u(t)=u(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}, c_{1}, c_{2} \in R
$$

A key point is whether the above properties of fractional calculus operators remain true for the operators of variable order.

Let's consider Proposition 1 for example. To begin with the simplest case, we let $f(t) \equiv 1, t \in[0, T]$ and calculate $I_{0+}^{p(t)} I_{0+}^{q(t)} f(t)$.
According to (3), we have

$$
\begin{aligned}
I_{0+}^{p(t)} I_{0+}^{q(t)} f(t) & =\int_{0}^{t} \frac{(t-s)^{p(t)-1}}{\Gamma(p(t))} \int_{0}^{s} \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} f(\tau) d \tau d s \\
& =\int_{0}^{t} \frac{(t-s)^{p(t)-1}}{\Gamma(p(t))} \int_{0}^{s} \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} d \tau d s \\
& =\int_{0}^{t} \frac{(t-s)^{p(t)-1} s^{q(s)}}{\Gamma(p(t)) \Gamma(1+q(s))} d s \\
& =\frac{t^{p(t)}}{\Gamma(p(t))} \int_{0}^{1} \frac{t^{q(t r)}}{\Gamma(1+q(t r))}(1-r)^{p(t)-1} r^{q(t r)} d r
\end{aligned}
$$

And secondly, we have

$$
I_{0+}^{p(t)+q(t)} f(t)=\int_{0}^{t} \frac{(t-s)^{p(t)+q(t)-1}}{\Gamma(p(t)+q(t))} f(s) d s=\frac{t^{p(t)+q(t)}}{\Gamma(1+p(t)+q(t))}
$$

Thus, for $f(t) \equiv 1$, we can obtain

$$
I_{0+}^{p(t)} I_{0+}^{q(t)} f(t)=I_{0+}^{p(t)+q(t)} f(t)
$$

if

$$
\int_{0}^{1} \frac{t^{q(t r)}}{\Gamma(1+q(t r))}(1-r)^{p(t)-1} r^{q(t r)} d r=\frac{\beta(p(t), q(t)+1)}{\Gamma(q(t)+1)} t^{q(t)}
$$

However, we can't assert that the above equality is true.
What we can get is

$$
\frac{1}{\Gamma(1+q(t))} \int_{0}^{1} t^{q(t)} r^{q(t)}(1-r)^{p(t)-1} d r=\frac{\beta(p(t), q(t)+1)}{\Gamma(q(t)+1)} t^{q(t)}
$$

Therefore, for general functions $p(t), q(t)$ and $f(t)$, we have

$$
\begin{equation*}
I_{0+}^{p(t)} I_{0+}^{q(t)} f(t) \neq I_{0+}^{p(t)+q(t)} f(t) \tag{4}
\end{equation*}
$$

In particular,for general functions $0<p(t)<1$ and $f(t)$, we have

$$
I_{0+}^{p(t)} I_{0+}^{1-p(t)} f(t) \neq I_{0+}^{p(t)+1-p(t)} f(t)=I_{0+}^{1} f(t)
$$

The following example illustrates that inequality (4) is valid.

Example 1. Let $p(t)=t, f(t)=1,0 \leq t \leq 6$ and the function $q(t)$ be defined by

$$
q(t)= \begin{cases}\frac{t}{2}, & 0 \leq t \leq 2 \\ 1, & 2<t \leq 3 \\ \frac{t}{3}, & 3<t \leq 6\end{cases}
$$

Now, we calculate $\left.I_{0+}^{p(t)} I_{0+}^{q(t)} f(t)\right|_{t=3}$ and $\left.I_{0+}^{p(t)+q(t)} f(t)\right|_{t=3}$ defined by (3).

$$
\begin{aligned}
I_{0+}^{p(t)} I_{0+}^{q(t)} f(t) & =\int_{0}^{t} \frac{(t-s)^{p(t)-1}}{\Gamma(p(t))} \int_{0}^{s} \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} f(\tau) d \tau d s \\
& =\int_{0}^{2} \frac{(t-s)^{p(t)-1}}{\Gamma(p(t))} \int_{0}^{s} \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} d \tau d s+ \\
& \quad \int_{2}^{t} \frac{(t-s)^{p(t)-1}}{\Gamma(p(t))} \int_{0}^{s} \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} d \tau d s \\
& =\int_{0}^{2} \frac{(t-s)^{t-1}}{\Gamma(t)} \int_{0}^{s} \frac{(s-\tau)^{\frac{s}{2}-1}}{\Gamma\left(\frac{s}{2}\right)} d \tau d s+ \\
& =\int_{0}^{2} \frac{(t-s)^{t-1} s^{\frac{s}{2}}}{\Gamma(t) \Gamma\left(1+\frac{s}{2}\right)} d s+\int_{2}^{t} \frac{(t-s)^{t-1}}{\Gamma(t)} \int_{0}^{s} \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} d \tau d s \\
\Gamma(t) & \frac{(s-\tau)^{q(s)-1}}{\Gamma(q(s))} d \tau d s
\end{aligned}
$$

So, we have

$$
\begin{aligned}
\left.I_{0+}^{p(t)} I_{0+}^{q(t)} f(t)\right|_{t=3} & =\int_{0}^{2} \frac{(3-s)^{3-1} s^{\frac{s}{2}}}{\Gamma(3) \Gamma\left(1+\frac{s}{2}\right)} d s+\int_{2}^{3} \frac{(3-s)^{3-1}}{\Gamma(3)} \int_{0}^{s} \frac{(s-\tau)^{1-1}}{\Gamma(1)} d \tau d s \\
& =\int_{0}^{2} \frac{(3-s)^{2} s^{\frac{s}{2}}}{\Gamma(3) \Gamma\left(1+\frac{s}{2}\right)} d s+\int_{2}^{3} \frac{(3-s)^{2} s}{\Gamma(3)} d s \\
& =\int_{0}^{2} \frac{(3-s)^{2} s^{\frac{s}{2}}}{\Gamma(3) \Gamma\left(1+\frac{s}{2}\right)} d s+\frac{3}{8} \\
& \approx 4.660+0.375 \\
& =5.035
\end{aligned}
$$

On the other hand, we get

$$
\begin{aligned}
\left.I_{0+}^{p(t)+q(t)} f(t)\right|_{t=3} & =\int_{0}^{3} \frac{(3-s)^{p(3)+q(3)-1}}{\Gamma(p(3)+q(3))} f(s) d s \\
& =\int_{0}^{3} \frac{(3-s)^{3+1-1}}{\Gamma(3+1)} d s
\end{aligned}
$$

$$
=\frac{27}{8}=3.375
$$

Obviously,

$$
\left.I_{0+}^{p(t)} I_{0+}^{q(t)} f(t)\right|_{t=3} \neq\left. I_{0+}^{p(t)+q(t)} f(t)\right|_{t=3}
$$

Now, we can conclude that Propositions 1-4 do not hold for $D_{0+}^{q(t)}$ and $I_{0+}^{q(t)}$.
So, one can not transform a differential equation of variable order into an equivalent interval equation without the Propositions $1,2,3$ and 4 . It is a difficulty for us in dealing with the boundary value problems for differential equations of variable order. Since the equations described by the variable order derivatives are highly complex, difficult to handle analytically, it is necessary and significant to investigate their solutions.

In [22], the authors study the Cauchy problem for variable order differential equations with a piecewise constant order function. In this paper, we study the boundary value problem (1) for variable order differential equations with a piecewise constant order function $q(t)$.

The paper is organized as follows. In Section 2, we provide some necessary definitions associated with the problem (1). In Section 3, we establish the existence of solutions for (1) by using the Schauder fixed point theorem. In Section 4, some examples are presented to illustrate the main results.

## 2. Preliminaries

For the convenience of the reader, we present here some necessary definitions that will be used to prove our main theorems.

Definition 1. A generalized interval is a subset $I$ of $R$ which is either an interval (i.e. a set of the form $[a, b],(a, b),[a, b)$ or $(a, b])$; a point $\{a\}$; or the empty set $\emptyset$.

Definition 2. Let $I$ be a generalized interval. A partition of $I$ is a finite set $P$ of generalized intervals contained in $I$, such that every $x$ in I lies in exactly one of the generalized intervals $J$ in $P$.

Example 2. The set $P=\{\{1\},(1,6),[6,7),\{7\},(7,8]\}$ of generalized intervals is a partition of $[1,8]$.

Definition 3. [22, 23] Let $I$ be a generalized interval, $f: I \rightarrow R$ be a function, and $P$ be a partition of $I$. $f$ is said to be piecewise constant with respect to $P$ if for every $J \in P, f$ is constant on $J$.

Example 3. The function $f:[1,6] \rightarrow R$ defined by

$$
f(x)= \begin{cases}3, & 1 \leq x<3 \\ 4, & x=3 \\ 5, & 3<x<6 \\ 2, & x=6\end{cases}
$$

is piecewise constant with respect to the partition $\{[1,3),\{3\},(3,6),\{6\}\}$ of $[1,6]$.

## 3. Main Results

We need the following assumptions:
$\left(H_{1}\right)$ Let $P=\left\{\left[0, T_{1}\right],\left(T_{1}, T_{2}\right],\left(T_{2}, T_{3}\right], \cdots,\left(T_{N-1}, T\right]\right\}$ be a partition of the interval $[0, T]$, and let $q(t):[0, T] \rightarrow(1,2]$ be a piecewise constant function with respect to $P$, i.e.

$$
q(t)=\sum_{k=1}^{N} q_{k} I_{k}(t)= \begin{cases}q_{1}, & 0 \leq t \leq T_{1}  \tag{5}\\ q_{2}, & T_{1}<t \leq T_{2} \\ \cdots, & \cdots, \\ q_{N}, & T_{N-1}<t \leq T_{N}=T\end{cases}
$$

where $1<q_{k} \leq 2(k=1,2, \cdots, N)$ are constants, and $I_{k}$ is the indicator of the interval $\left[T_{k-1}, T_{k}\right], k=1,2, \cdots, N$ (here $T_{0}=0, T_{N}=T$ ), that is, $I_{k}(t)=1$ for $t \in\left[T_{k-1}, T_{k}\right]$ and $I_{k}(t)=0$ for elsewhere.
$\left(H_{2}\right)$ Let $t^{r} f:[0, T] \times R \rightarrow R$ be a continuous function $(0 \leq r<1)$.
$\left(H_{3}\right)$ There exist constants $c_{1}>0, c_{2}>0,0<\gamma<1$ such that

$$
t^{r}|f(t, x)| \leq c_{1}+c_{2}|x|^{\gamma}, 0 \leq t \leq T, x \in R
$$

$\left(H_{4}\right)$ There exist constants $d_{1}>0, d_{2}>0$ satisfying

$$
d_{2}<\frac{\Gamma_{q}}{4 \Gamma(1-r) T^{*}}
$$

such that

$$
t^{r}|f(t, x)| \leq d_{1}+d_{2}|x|, \quad 0 \leq t \leq T, x \in R
$$

where
$T^{*}=\max \left\{T^{1-r}, T^{2-r}\right\}, \Gamma_{q}=\min \left\{\Gamma\left(1-r+q_{1}\right), \Gamma\left(1-r+q_{2}\right), \cdots, \Gamma\left(1-r+q_{N}\right)\right\}$.
$\left(H_{5}\right)$ There exist constants $e_{1} \geq 0, e_{2}>0, \mu>1$ satisfying

$$
\frac{4 e_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}}<\left(\frac{\Gamma_{q}}{4 e_{2} \Gamma(1-r) T^{*}}\right)^{\frac{1}{\mu-1}}
$$

such that

$$
t^{r}|f(t, x)| \leq e_{1}+e_{2}|x|^{\mu}, \quad 0 \leq t \leq T, x \in R .
$$

In order to obtain our main results, we first carry out essential analysis of (1).

According to $\left(H_{1}\right)$, we have

$$
\int_{0}^{t} \frac{(t-s)^{1-q(t)}}{\Gamma(2-q(t))} x(s) d s=\sum_{k=1}^{N} I_{k}(t) \int_{0}^{t} \frac{(t-s)^{1-q_{k}}}{\Gamma\left(2-q_{k}\right)} x(s) d s
$$

Then, the equation (1) can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \sum_{k=1}^{N} I_{k}(t) \int_{0}^{t} \frac{(t-s)^{1-q_{k}}}{\Gamma\left(2-q_{k}\right)} x(s) d s=f(t, x(t)), \quad 0<t<T \tag{6}
\end{equation*}
$$

Moreover, equation (6) in the interval $\left[0, T_{1}\right]$ can be written as

$$
\begin{equation*}
D_{0+}^{q_{1}} x(t)=f(t, x(t)), \quad 0<t \leq T_{1} . \tag{7}
\end{equation*}
$$

Equation (6) in the interval $\left(T_{1}, T_{2}\right.$ ] can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=f(t, x), \quad T_{1}<t \leq T_{2} \tag{8}
\end{equation*}
$$

and equation (6) in the interval $\left(T_{2}, T_{3}\right]$ can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{3}}}{\Gamma\left(2-q_{3}\right)} x(s) d s=f(t, x), \quad T_{2}<t \leq T_{3} \tag{9}
\end{equation*}
$$

In the same way, equation (6) in the interval $\left(T_{i}, T_{i+1}\right], i=3,4, \cdots, N-2$ can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{i+1}}}{\Gamma\left(2-q_{i+1}\right)} x(s) d s=f(t, x), \quad T_{i}<t \leq T_{i+1} \tag{10}
\end{equation*}
$$

As for the last interval $\left(T_{N-1}, T\right]$, similar to above argument, equation (6) can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{N}}}{\Gamma\left(2-q_{N}\right)} x(s) d s=f(t, x), \quad T_{N-1}<t<T \tag{11}
\end{equation*}
$$

Now, we present definition of solution to problem (1), which is fundamental in our work.

Definition 4. We say the boundary value problem (1) has a solution, if there exist functions $u_{i}(t), i=1,2, \cdots, N$ such that $u_{1} \in C\left[0, T_{1}\right]$ satisfying equation (7) and $u_{1}(0)=u_{1}\left(T_{1}\right)=0 ; u_{2} \in C\left[0, T_{2}\right]$ satisfying equation (8) and $u_{2}(0)=u_{2}\left(T_{2}\right)=0$; $u_{3} \in C\left[0, T_{3}\right]$ satisfying equation (9) and $u_{3}(0)=u_{3}\left(T_{3}\right)=0 ; u_{i} \in C\left[0, T_{i}\right]$ satisfying equation (10) and $u_{i}(0)=u_{i}\left(T_{i}\right)=0(i=4,5, \cdots, N-1) ; u_{N} \in C[0, T]$ satisfying equation (11) and $u_{N}(0)=u_{N}(T)=0$.

Theorem 1. Assume that conditions $\left(H_{1}\right)-\left(H_{3}\right)$ hold. Then problem (1) has one solution.

Proof. According to above analysis, equation of problem (1) can be written as equation (6). Equation (6) in the interval $\left[0, T_{1}\right]$ can be written as

$$
D_{0+}^{q_{1}} x(t)=f(t, x(t)), \quad 0<t \leq T_{1} .
$$

Applying the operator $I_{0+}^{q_{1}}$ to both sides of the above equation, by Propositions $1-4$, we have

$$
x(t)=c_{1} t^{q_{1}-1}+c_{2} t^{q_{1}-2}+\frac{1}{\Gamma\left(q_{1}\right)} \int_{0}^{t}(t-s)^{q_{1}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{1}
$$

By $x(0)=0$ and the assumption on function $f$, we get $c_{2}=0$. Let $x(t)$ satisfy $x\left(T_{1}\right)=0$. Then we get $c_{1}=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}}$. We have

$$
x(t)=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}} t^{q_{1}-1}+I_{0+}^{q_{1}} f(t, x(t)), \quad 0 \leq t \leq T_{1}
$$

Define the operator $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ by

$$
\begin{equation*}
T x(t)=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}} t^{q_{1}-1}+I_{0+}^{q_{1}} f(t, x(t)), \quad 0 \leq t \leq T_{1} \tag{12}
\end{equation*}
$$

It follows from the properties of fractional integrals and assumptions on function $f$ that the operator $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ defined in (12) is well defined. By the standard arguments, we can verify that $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ is a completely continuous operator.

Let $\Omega_{1}=\left\{x \in C\left[0, T_{1}\right]:\|x\| \leq R_{1}\right\}$ be a bounded closed convex subset of $C\left[0, T_{1}\right]$, where

$$
R_{1}=\max \left\{\frac{4 c_{1} T_{1}^{q_{1}-r} \Gamma(1-r)}{\Gamma\left(1+q_{1}-r\right)},\left(\frac{4 c_{2} T_{1}^{q_{1}-r} \Gamma(1-r)}{\Gamma\left(1+q_{1}-r\right)}\right)^{\frac{1}{1-\gamma}}\right\}
$$

For $x \in \Omega_{1}$ and by $\left(H_{3}\right)$, we have

$$
|T x(t)| \leq \frac{T_{1}^{1-q_{1}} t^{q_{1}-1}}{\Gamma\left(q_{1}\right)} \int_{0}^{T_{1}}\left(T_{1}-s\right)^{q_{1}-1}|f(s, x(s))| d s
$$

$$
\begin{aligned}
& +\frac{1}{\Gamma\left(q_{1}\right)} \int_{0}^{t}(t-s)^{q_{1}-1}|f(s, x(s))| d s \\
\leq \quad & \frac{2}{\Gamma\left(q_{1}\right)} \int_{0}^{T_{1}}\left(T_{1}-s\right)^{q_{1}-1}|f(s, x(s))| d s \\
\leq \quad & \frac{2}{\Gamma\left(q_{1}\right)} \int_{0}^{T_{1}}\left(T_{1}-s\right)^{q_{1}-1} s^{-r}\left(c_{1}+c_{2}|x(s)|^{\gamma}\right) d s \\
\leq \quad & \frac{2 \Gamma(1-r) T_{1}^{q_{1}-r}}{\Gamma\left(1+q_{1}-r\right)}\left(c_{1}+c_{2}\|x\|^{\gamma}\right) \\
\leq \quad & \frac{2 \Gamma(1-r) T_{1}^{q_{1}-r}}{\Gamma\left(1+q_{1}-r\right)}\left(c_{1}+c_{2} R_{1} R_{1}^{\gamma-1}\right) \\
\leq \quad & \frac{R_{1}}{2}+\frac{R_{1}}{2}=R_{1},
\end{aligned}
$$

which means that $T\left(\Omega_{1}\right) \subseteq \Omega_{1}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{1}(t) \in \Omega_{1}$, which is a solution of equation (7).

Also, we have obtained that the equation (6) in the interval ( $T_{1}, T_{2}$ ] can be written as (8). To consider the existence of solution to (8), we may discuss the following equation defined on interval $\left[0, T_{2}\right]$ :

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=D_{0+}^{q_{2}} x(t)=f(t, x), \quad 0<t \leq T_{2} . \tag{13}
\end{equation*}
$$

It is clear that if function $x(t) \in C\left[0, T_{2}\right]$ satisfies equation (13), then $x(t)$ must satisfy equation (8). In fact, if $x \in C\left[0, T_{2}\right]$ with $x(0)=x\left(T_{2}\right)=0$ is a solution of equation (13), then

$$
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=f(t, x), \quad 0<t \leq T_{2}
$$

As a result, we have $x(t) \in C\left[0, T_{2}\right]$ with $x(0)=x\left(T_{2}\right)=0$ satisfying the equation

$$
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=f(t, x), \quad T_{1} \leq t \leq T_{2}
$$

which means the function $x(t) \in C\left[0, T_{2}\right]$ with $x(0)=x\left(T_{2}\right)=0$ is a solution of equation (8).

Based on this fact, we will consider the existence of solution to equation (13) with the conditions $x(0)=x\left(T_{2}\right)=0$. Applying operator $I_{0+}^{q_{2}}$ to both sides of (13) and by Propositions $1-4$, we have

$$
\begin{equation*}
x(t)=c_{1} t^{q_{2}-1}+c_{2} t^{q_{2}-2}+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{2} \tag{14}
\end{equation*}
$$

By $x(0)=0=x\left(T_{2}\right)$, we have $c_{2}=0$ and $c_{1}=-I_{0+}^{q_{2}} f\left(T_{2}, x\right) T_{2}^{1-q_{2}}$.
Define the operator $T: C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ by

$$
\left.T x(t)=-I_{0+}^{q_{2}} f\left(T_{2}, x\right)\right) T_{2}^{1-q_{2}} t^{q_{2}-1}+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f(s, x(s)) d s
$$

It follows from the continuity of functions $t^{r} f(t, x(t))$ that the operator $T$ : $C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ is well defined. We note that $T: C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ is a completely continuous operator.

Let $\Omega_{2}=\left\{x \in C\left[0, T_{2}\right]:\|x\| \leq R_{2}\right\}$ be a bounded closed convex subset of $C\left[0, T_{2}\right]$, where

$$
R_{2}=\max \left\{\frac{4 c_{1} \Gamma(1-r) T_{2}^{q_{2}-r}}{\Gamma\left(1+q_{2}-r\right)},\left(\frac{4 c_{2} \Gamma(1-r) T_{2}^{q_{2}-r}}{\Gamma\left(1+q_{2}-r\right)}\right)^{\frac{1}{1-\gamma}}\right\}
$$

For $x \in \Omega_{2}$, by $\left(H_{3}\right)$, we get

$$
\begin{aligned}
&|T x(t)| \leq \frac{T_{2}^{1-q_{2}} t^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \int_{0}^{T_{2}}\left(T_{2}-s\right)^{q_{2}-1}|f(s, x(s))| d s \\
&+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1}|f(s, x(s))| d s \\
& \leq \quad \frac{2}{\Gamma\left(q_{2}\right)} \int_{0}^{T_{2}}\left(T_{2}-s\right)^{q_{2}-1}|f(s, x(s))| d s \\
& \leq \frac{2}{\Gamma\left(q_{2}\right)} \int_{0}^{T_{2}}\left(T_{2}-s\right)^{q_{2}-1} s^{-r}\left(c_{1}+c_{2}|x(s)|^{\gamma}\right) d s \\
& \leq \frac{2 \Gamma(1-r) T_{2}^{q_{2}-r}}{\Gamma\left(1+q_{2}-r\right)}\left(c_{1}+c_{2} R_{2} R_{2}^{\gamma-1}\right) \\
& \leq \frac{R_{2}}{2}+\frac{R_{2}}{2}=R_{2}
\end{aligned}
$$

which means that $T\left(\Omega_{2}\right) \subseteq \Omega_{2}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{2}(t) \in \Omega_{2}$, that is

$$
\begin{equation*}
x_{2}(t)=-I_{0+}^{q_{2}} f\left(T_{2}, x_{2}\right) T_{2}^{1-q_{2}} t^{q_{2}-1}+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f\left(s, x_{2}(s)\right) d s, 0 \leq t \leq T_{2} . \tag{15}
\end{equation*}
$$

Applying operator $D_{0+}^{q_{2}}$ to both sides of (15), by Proposition 2, we can obtain that

$$
D_{0+}^{q_{2}} x_{2}(t)=f\left(t, x_{2}\right), \quad 0<t \leq T_{2},
$$

that is, $x_{2}(t)$ satisfies the following equation

$$
\frac{d^{2}}{d t^{2}} \frac{1}{\Gamma\left(2-q_{2}\right)} \int_{0}^{t}(t-s)^{1-q_{2}} x_{2}(s) d s=f\left(t, x_{2}\right), \quad 0<t \leq T_{2} .
$$

From the previous arguments, we know that $x_{2}(t) \in \Omega_{2}$ satisfies equation (8).
Again, we know that the equation (6) in the interval $\left(T_{2}, T_{3}\right]$ can be written as (9). In order to consider the existence of solution to equation (9), we may investigate the following equation defined on interval $\left[0, T_{3}\right]$ :

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{3}}}{\Gamma\left(2-q_{3}\right)} x(s) d s=D_{0+}^{q_{3}} x(t)=f(t, x), \quad 0<t \leq T_{3} . \tag{16}
\end{equation*}
$$

From the previous arguments, we note that if function $x(t) \in C\left[0, T_{3}\right]$ satisfies equation (16), then $x(t)$ must satisfy equation (9). Now, we will consider the existence of solution to equation (16)with the boundary condition $x(0)=0=$ $x\left(T_{3}\right)$.

Applying the operator $I_{0+}^{q_{3}}$ to both sides of (16), by Propositions $1-4$, we get

$$
x(t)=c_{1} t^{q_{3}-1}+c_{2} t^{q_{3}-2}+\frac{1}{\Gamma\left(q_{3}\right)} \int_{0}^{t}(t-s)^{q_{3}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{3} .
$$

By $x(0)=0=x\left(T_{3}\right)$, we get $c_{2}=0$ and $c_{1}=-I_{0+}^{q_{3}} f\left(T_{3}, x\right) T_{3}^{1-q_{3}}$.
Define the operator $T: C\left[0, T_{3}\right] \rightarrow C\left[0, T_{3}\right]$ by

$$
\begin{aligned}
T x(t) & =-I_{0+}^{q_{3}} f\left(T_{3}, x\right) T_{3}^{1-q_{3}} t^{q_{3}-1}+ \\
& \frac{1}{\Gamma\left(q_{3}\right)} \int_{0}^{t}(t-s)^{q_{3}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{3} .
\end{aligned}
$$

It follows from the continuity of functions $t^{r} f(t, x(t))$ that the operator $T$ : $\left[0, T_{3}\right] \rightarrow C\left[0, T_{3}\right]$ is well defined. Furthermore, we can obtain that $T: C\left[0, T_{3}\right] \rightarrow$ $C\left[0, T_{3}\right]$ is completely continuous.

Let $\Omega_{3}=\left\{x \in C\left[0, T_{3}\right]:\|x\| \leq R_{3}\right\}$ be a bounded closed convex subset of $C\left[0, T_{3}\right]$, where

$$
R_{3}=\max \left\{\frac{4 c_{1} \Gamma(1-r) T_{3}^{q_{3}-r}}{\Gamma\left(1+q_{3}-r\right)},\left(\frac{4 c_{2} \Gamma(1-r) T_{3}^{q_{3}-r}}{\Gamma\left(1+q_{3}-r\right)}\right)^{\frac{1}{1-\gamma}}\right\}
$$

For $x \in \Omega_{3}$, by $\left(H_{3}\right)$, we have

$$
\begin{aligned}
|T x(t)| & \leq \frac{2}{\Gamma\left(q_{3}\right)} \int_{0}^{T_{3}}\left(T_{3}-s\right)^{q_{3}-1}|f(s, x(s))| d s \\
& \leq \frac{2}{\Gamma\left(q_{3}\right)} \int_{0}^{T_{3}}\left(T_{3}-s\right)^{q_{3}-1} s^{-r}\left(c_{1}+c_{2}|x(s)|^{\gamma}\right) d s \\
& \leq \frac{2 \Gamma(1-r) T_{3}^{q_{3}-r}}{\Gamma\left(1+q_{3}-r\right)}\left(c_{1}+c_{2} R_{3} R_{3}^{\gamma-1}\right) \\
& \leq \frac{R_{3}}{2}+\frac{R_{3}}{2}=R_{3}
\end{aligned}
$$

which means that $T\left(\Omega_{3}\right) \subseteq \Omega_{3}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{3}(t) \in \Omega_{3}$, that is,
$x_{3}(t)=-I_{0+}^{q_{3}} f\left(T_{3}, x_{3}\right) T_{3}^{1-q_{3}} t^{q_{3}-1}+\frac{1}{\Gamma\left(q_{3}\right)} \int_{0}^{t}(t-s)^{q_{3}-1} f\left(s, x_{3}(s)\right) d s . \quad 0 \leq t \leq T_{3}$,
Applying the operator $D_{0+}^{q_{3}}$ to both sides of (17), by Proposition 2, we can obtain that

$$
D_{0+}^{q_{3}} x_{3}(t)=f\left(t, x_{3}\right), \quad 0<t \leq T_{3}
$$

that is, $x_{3}(t)$ satisfies the following equation

$$
\frac{d^{2}}{d t^{2}} \frac{1}{\Gamma\left(2-q_{3}\right)} \int_{0}^{t}(t-s)^{1-q_{3}} x_{3}(s) d s=f\left(t, x_{3}(t)\right), \quad 0<t \leq T_{3}
$$

From the previous arguments, we know that $x_{3}(t) \in \Omega_{3}$ satisfies equation (9).
In a similar way, we can obtain that the equation (10) defined on $\left[T_{i-1}, T_{i}\right]$ has solution $x_{i}(t) \in \Omega_{i}$ with $x_{i}(0)=x_{i}\left(T_{i}\right)=0, i=4,5, \cdots, N-1$, where

$$
R_{i}=\max \left\{\frac{4 c_{1} \Gamma(1-r) T_{i}^{q_{i}-r}}{\Gamma\left(1+q_{i}-r\right)},\left(\frac{4 c_{2} \Gamma(1-r) T_{i}^{q_{i}-r}}{\Gamma\left(1+q_{i}-r\right)}\right)^{\frac{1}{1-\gamma}}\right\}
$$

Similar to the above argument, in order to consider the existence of solution to equation (11), we may consider the following equation defined on interval $[0, T]$ :

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{N}}}{\Gamma\left(2-q_{N}\right)} x(s) d s=D_{0+}^{q_{N}} x(t)=f(t, x), \quad 0<t<T \tag{18}
\end{equation*}
$$

From the previous arguments, we know, if function $x(t) \in C[0, T]$ satisfies equation (18), then $x(t)$ must satisfy equation (11). Now, we consider the existence of solution to equation (18) with boundary conditions $x(0)=0, x(T)=0$. Applying the operator $I_{0+}^{q_{N}}$ to both sides of (18), by Propositions $1-4$, we have

$$
x(t)=c_{1} t^{q_{N}-1}+c_{2} t^{q_{N}-2}+\frac{1}{\Gamma\left(q_{N}\right)} \int_{0}^{t}(t-s)^{q_{N}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T
$$

By conditions $x(0)=0, x(T)=0$, we obtain $c_{2}=0$ and $c_{1}=-I_{0+}^{q_{N}} f(T, x) T^{1-q_{N}}$.
Define the operator $T: C[0, T] \rightarrow C[0, T]$ by

$$
T x(t)=-I_{0+}^{q_{N}} f(T, x) T^{1-q_{N}} t^{q_{N}-1}+\frac{1}{\Gamma\left(q_{N}\right)} \int_{0}^{t}(t-s)^{q_{N}-1} f(s, x(s)) d s
$$

It follows from the continuity of functions $t^{r} f(t, x(t))$ that the operator $T$ : $[0, T] \rightarrow C[0, T]$ is well defined. By the standard arguments, we can obtain that $T: C[0, T] \rightarrow C[0, T]$ is completely continuous.

Let $\Omega_{N}=\left\{x \in C[0, T]:\|x\| \leq R_{N}\right\}$ be a bounded closed convex subset of $C[0, T]$, where

$$
R_{N}=\max \left\{\frac{4 c_{1} \Gamma(1-r) T^{q_{N}-r}}{\Gamma\left(1+q_{N}-r\right)},\left(\frac{4 c_{2} \Gamma(1-r) T^{q_{N}-r}}{\Gamma\left(1+q_{N}-r\right)}\right)^{\frac{1}{1-\gamma}}\right\}
$$

For $x(t) \in \Omega_{N}$, by $\left(H_{3}\right)$, we have

$$
\begin{aligned}
|T x(t)| & \leq \frac{2 \Gamma(1-r) T^{q_{N}-r}}{\Gamma\left(1+q_{N}-r\right)}\left(c_{1}+c_{2} R_{N} R_{N}^{\gamma-1}\right) \\
& \leq \frac{R_{N}}{2}+\frac{R_{N}}{2}=R_{N}
\end{aligned}
$$

which means that $T\left(\Omega_{N}\right) \subseteq \Omega_{N}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{N}(t) \in \Omega_{N}$, that is,
$x_{N}(t)=-I_{0+}^{q_{N}} f\left(T, x_{N}\right) T^{1-q_{N}} t^{q_{N}-1}+\frac{1}{\Gamma\left(q_{N}\right)} \int_{0}^{t}(t-s)^{q_{N}-1} f\left(s, x_{N}(s)\right) d s, 0 \leq t \leq T$.
Applying operator $D_{0+}^{q_{N}}$ to both sides of the above equation, by Proposition 2 , we can obtain that

$$
D_{0+}^{q_{N}} x_{N}(t)=f\left(t, x_{N}(t)\right), \quad 0<t \leq T
$$

that is, $x_{N}(t)$ satisfies the following equation

$$
\frac{d^{2}}{d t^{2}} \frac{1}{\Gamma\left(2-q_{N}\right)} \int_{0}^{t}(t-s)^{1-q_{N}} x_{N}(s) d s=f\left(t, x_{N}(t)\right), \quad 0<t \leq T
$$

From the previous arguments, we know that $x_{N}(t) \in \Omega_{N}$ satisfies equation (11).
As a result, we know that the problem (1) has a solution. Thus we complete the proof.

Using similar arguments, we can obtain the following results.
Theorem 2. Assume the conditions $\left(H_{1}\right),\left(H_{2}\right)$ and $\left(H_{4}\right)$ hold. Then problem (1) has one solution.

Proof. The proof is similar to that of Theorem 1. By $\left(H_{1}\right)$, we obtain that the equation of problem (1) can be written as (6). And, (6) in the interval $\left[0, T_{1}\right]$ can be written as (7).
Applying the operator $I_{0+}^{q_{1}}$ to both sides of (8), by Propositions $1-4$, we have that

$$
x(t)=c_{1} t^{q_{1}-1}+c_{2} t^{q_{1}-2}+\frac{1}{\Gamma\left(q_{1}\right)} \int_{0}^{t}(t-s)^{q_{1}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{1} .
$$

We will consider the existence of solution $x(t)$ defined on $\left[0, T_{1}\right]$. By the boundary condition $x(0)=0$ and the assumption on function $f$, we get $c_{2}=0$. Setting $x\left(T_{1}\right)=0$, we have $c_{1}=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}}$. Then, we have

$$
x(t)=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}} t^{q_{1}-1}+I_{0+}^{q_{1}} f(t, x), \quad 0 \leq t \leq T_{1} .
$$

Define the operator $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ by

$$
T x(t)=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}} t^{q_{1}-1}+I_{0+}^{q_{1}} f(t, x), \quad 0 \leq t \leq T_{1} .
$$

It follows from the properties of fractional integrals and assumptions on function $f$ that the operator $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ is well defined. By the standard arguments, we can verify that $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ is a completely continuous operator.

Let $\Omega_{1}=\left\{x \in C\left[0, T_{1}\right]:\|x\| \leq R_{1}\right\}$ be a bounded closed convex subset of $C\left[0, T_{1}\right]$, where

$$
R_{1}>\frac{4 d_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}}
$$

For $x \in \Omega_{1}$, by $\left(H_{4}\right)$, we have

$$
\begin{aligned}
|T x(t)| & \leq \frac{2 \Gamma(1-r) T_{1}^{q_{1}-r}}{\Gamma\left(1+q_{1}-r\right)}\left(d_{1}+d_{2} R_{1}\right) \\
& \leq \frac{2 \Gamma(1-r) T^{q_{1}-r}}{\Gamma_{q}}\left(d_{1}+d_{2} R_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \quad \frac{2 \Gamma(1-r) T^{*}}{\Gamma_{q}}\left(d_{1}+d_{2} R_{1}\right) \\
& \leq \quad \frac{R_{1}}{2}+\frac{R_{1}}{2}=R_{1}
\end{aligned}
$$

which means that $T\left(\Omega_{1}\right) \subseteq \Omega_{1}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{1}(t) \in \Omega_{1}$, which is one solution of equation (7).

Equation (6) in the interval ( $T_{1}, T_{2}$ ] can be written as (8). In order to discuss the existence of solution to equation (8), we consider the following equation defined on interval $\left[0, T_{2}\right.$ ]

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=D_{0+}^{q_{2}} x(t)=f(t, x(t)), \quad 0<t \leq T_{2} \tag{19}
\end{equation*}
$$

We see that if function $x(t) \in C\left[0, T_{2}\right]$ satisfies equation (19), then $x(t)$ must satisfy equation (8). In fact, if $x \in C\left[0, T_{2}\right]$ with $x(0)=x\left(T_{2}\right)=0$ is a solution of equation (19), then

$$
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=f(t, x), \quad 0<t \leq T_{2}
$$

As a result, we obtain that $x(t) \in C\left[0, T_{2}\right]$ with $x(0)=x\left(T_{2}\right)=0$ satisfies

$$
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=f(t, x), \quad T_{1} \leq t \leq T_{2}
$$

which means that $x(t) \in C\left[0, T_{2}\right]$ with $x(0)=x\left(T_{2}\right)=0$ is a solution of equation (8).

Next, we will consider the existence of solution to equation (3.15) with conditions $x(0)=0=x\left(T_{2}\right)$.
Applying operator $I_{0+}^{q_{2}}$ to both sides of (19), by Propositions $1-4$, we have

$$
x(t)=c_{1} t^{q_{2}-1}+c_{2} t^{q_{2}-2}+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{2}
$$

By conditions $x(0)=0=x\left(T_{2}\right)=0$, we have $c_{2}=0$ and $c_{1}=-I_{0+}^{q_{2}} f\left(T_{2}, x\right) T_{2}^{1-q_{2}}$.
Define the operator $T: C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ by

$$
\begin{aligned}
T x(t) & \left.=-I_{0+}^{q_{2}} f\left(T_{2}, x\right)\right) T_{2}^{1-q_{2}} t^{q_{2}-1}+ \\
& \frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{2}
\end{aligned}
$$

It follows from the continuity of functions $t^{r} f(t, x(t))$ that the operator $T$ : $C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ is well defined. Moreover, we can obtain that $T: C\left[0, T_{2}\right] \rightarrow$ $C\left[0, T_{2}\right]$ is a completely continuous operator.

Let $\Omega_{2}=\left\{x \in C\left[0, T_{2}\right]:\|x\| \leq R_{2}\right\}$ be a bounded closed convex subset of $C\left[0, T_{2}\right]$, where

$$
R_{2}>\frac{4 d_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}} .
$$

For $x \in \Omega_{2}$, by $\left(H_{4}\right)$, we have

$$
\begin{aligned}
|T x(t)| & \leq \frac{2 \Gamma(1-r) T_{2}^{q_{2}-r}}{\Gamma\left(1+q_{2}-r\right)}\left(d_{1}+d_{2} R_{2}\right) \\
& \leq \frac{2 \Gamma(1-r) T^{*}}{\Gamma_{q}}\left(d_{1}+d_{2} R_{2}\right) \\
& \leq \frac{R_{2}}{2}+\frac{R_{2}}{2}=R_{2},
\end{aligned}
$$

which means that $T\left(\Omega_{2}\right) \subseteq \Omega_{2}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{2}(t) \in \Omega_{2}$. By the same arguments as in the proof of Theorem 1, we obtain that $x_{2}(t) \in \Omega_{2}$ satisfies equation (8).

In a similar way, we obtain that equation (10) defined on $\left[T_{i-1}, T_{i}\right]$ has a solution $x_{i}(t) \in C\left[0, T_{i}\right]$ with $x_{i}(0)=x_{i}\left(T_{i}\right)=0, i=3,4, \cdots, N-1$.

Equation (6) in the interval ( $\left.T_{N-1}, T\right]$ can be written as (11). In order to consider the existence of solution to equation (11), we may consider the following equation defined on interval $[0, T]$ :

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{N}}}{\Gamma\left(2-q_{N}\right)} x(s) d s=D_{0+}^{q_{N}} x(t)=f(t, x(t)), \quad 0<t<T \tag{20}
\end{equation*}
$$

From the previous arguments, we know, if function $x(t) \in C[0, T]$ satisfies equation (20), then $x(t)$ must satisfy equation (11). Based on this fact, we will consider existence of solution to equation (20) with boundary conditions $x(0)=0, x(T)=$ 0.

Applying the operator $I_{0+}^{q_{N}}$ to both sides of (3.16), by Propositions $1-4$, we have

$$
x(t)=c_{1} t^{q_{N}-1}+c_{2} t^{q_{N}-2}+\frac{1}{\Gamma\left(q_{N}\right)} \int_{0}^{t}(t-s)^{q_{N}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T
$$

By $x(0)=0, x(T)=0$, we have $c_{2}=0$ and $c_{1}=-I_{0+}^{q_{N}} f(T, x) T^{1-q_{N}}$.
Define the operator $T: C[0, T] \rightarrow C[0, T]$ by

$$
T x(t)=-I_{0+}^{q_{N}} f(T, x) T^{1-q_{N}} t^{q_{N}-1}+\frac{1}{\Gamma\left(q_{N}\right)} \int_{0}^{t}(t-s)^{q_{N}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T .
$$

It follows from the continuity of functions $t^{r} f(t, x(t))$ that the operator $T$ : $[0, T] \rightarrow C[0, T]$ is well defined. By the standard arguments, we can obtain that $T: C[0, T] \rightarrow C[0, T]$ is completely continuous.

Let $\Omega_{N}=\left\{x \in C[0, T]:\|x\| \leq R_{N}\right\}$ be a bounded closed convex subset of $C[0, T]$, where

$$
R_{N}>\frac{4 d_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}}
$$

For $x \in \Omega_{N}$, by $\left(H_{4}\right)$, we have

$$
\begin{aligned}
|T x(t)| & \leq \frac{2 \Gamma(1-r) T^{q_{N}-r}}{\Gamma\left(1+q_{N}-r\right)}\left(d_{1}+d_{2} R_{N}\right) \\
& \leq \frac{2 \Gamma(1-r) T^{*}}{\Gamma_{q}}\left(d_{1}+d_{2} R_{N}\right) \\
& \leq \frac{R_{N}}{2}+\frac{R_{N}}{2}=R_{N}
\end{aligned}
$$

which means that $T\left(\Omega_{N}\right) \subseteq \Omega_{N}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{N}(t) \in \Omega_{N}$. By the same arguments as in the proof of Theorem 1, we obtain that $x_{N}(t) \in \Omega_{N}$ satisfies equation (11).

As a result, we conclude that the problem (1) has a solution. Thus we complete this proof.

Theorem 3. Assume that conditions $\left(H_{1}\right),\left(H_{2}\right)$ and $\left(H_{5}\right)$ hold. Then problem (1) has one solution.

Proof. This proof is also similar to that of Theorem 1. Equation of (1) can be written as (6). And, equation (6) in the interval [ $0, T_{1}$ ] can be written as (6). Applying operator $I_{0+}^{q_{1}}$ to both sides of (7), by Propositions $1-4$, we have

$$
x(t)=c_{1} t^{q_{1}-1}+c_{2} t^{q_{1}-2}+\frac{1}{\Gamma\left(q_{1}\right)} \int_{0}^{t}(t-s)^{q_{1}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{1}
$$

We will consider the existence of solution $x(t)$ defined on $\left[0, T_{1}\right]$. By the boundary condition $x(0)=0$ and assumption on function $f$, we get $c_{2}=0$. Let $x\left(T_{1}\right)=0$. Then, $c_{1}=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}}$.
As a result, we have

$$
x(t)=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}} t^{q_{1}-1}+I_{0+}^{q_{1}} f(t, x), \quad 0 \leq t \leq T_{1}
$$

Define the operator $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ by

$$
T x(t)=-I_{0+}^{q_{1}} f\left(T_{1}, x\right) T_{1}^{1-q_{1}} t^{q_{1}-1}+I_{0+}^{q_{1}} f(t, x), \quad 0 \leq t \leq T_{1} .
$$

It follows from the properties of fractional integrals and assumptions on function $f$ that the operator $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ is well defined. By the standard arguments, we can verify that $T: C\left[0, T_{1}\right] \rightarrow C\left[0, T_{1}\right]$ is a completely continuous operator.

Let $\Omega_{1}=\left\{x \in C\left[0, T_{1}\right]:\|x\| \leq R_{1}\right\}$ be a bounded closed convex subset of $C\left[0, T_{1}\right]$, where

$$
\frac{4 e_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}}<R_{1}<\left(\frac{\Gamma_{q}}{4 e_{2} \Gamma(1-r) T^{*}}\right)^{\frac{1}{\mu-1}} .
$$

For $x \in \Omega_{1}$, by $\left(H_{5}\right)$, we have

$$
\begin{aligned}
|T x(t)| & \leq \frac{2 \Gamma(1-r) T_{1}^{q_{1}-r}}{\Gamma\left(1+q_{1}-r\right)}\left(e_{1}+e_{2} R_{1} R_{1}^{\mu-1}\right) \\
& \leq \frac{2 \Gamma(1-r) T^{*}}{\Gamma_{q}}\left(e_{1}+e_{2} R_{1} R_{1}^{\mu-1}\right) \\
& \leq \frac{R_{1}}{2}+\frac{R_{1}}{2}=R_{1},
\end{aligned}
$$

which means that $T\left(\Omega_{1}\right) \subseteq \Omega_{1}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{1} \in \Omega_{1}$, which is one solution of equation (7).

Equation (6) in the interval ( $T_{1}, T_{2}$ ] can be written as (8). In order to consider the existence of solution to equation (8), we consider the following equation defined on interval $\left[0, T_{2}\right]$ :

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-q_{2}}}{\Gamma\left(2-q_{2}\right)} x(s) d s=D_{0+}^{q_{2}} x(t)=f(t, x), \quad 0<t \leq T_{2} \tag{21}
\end{equation*}
$$

Using same arguments as in the proof of Theorem 1, we see that if function $x(t) \in C\left[0, T_{2}\right]$ satisfies equation (21), then $x(t)$ must satisfy equation (8). Now, we will consider the existence of solution to equation (21) with conditions $x(0)=$ $0, x\left(T_{2}\right)=0$.
Applying operator $I_{0+}^{q_{2}}$ to both sides of (21), by Propositions $1-4$, we have

$$
x(t)=c_{1} t^{q_{2}-1}+c_{2} t^{q_{2}-2}+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f(s, x(s)) d s, \quad 0 \leq t \leq T_{2} .
$$

By conditions $x(0)=0, x\left(T_{2}\right)=0$, we have $c_{2}=0$ and $c_{1}=-I_{0+}^{q_{2}} f\left(T_{2}, x\right) T_{2}^{1-q_{2}}$.

Define the operator $T: C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ by

$$
T x(t)=-I_{0+}^{q_{2}} f\left(T_{2}, x\right) T_{2}^{1-q_{2}} t^{q_{2}-1}+\frac{1}{\Gamma\left(q_{2}\right)} \int_{0}^{t}(t-s)^{q_{2}-1} f(s, x(s)) d s
$$

It follows from the continuity of functions $t^{r} f(t, x(t))$ that the operator $T$ : $C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ is well defined. Then we can obtain $T: C\left[0, T_{2}\right] \rightarrow C\left[0, T_{2}\right]$ is a completely continuous operator.

Let $\Omega_{2}=\left\{x \in C\left[0, T_{2}\right]:\|x\| \leq R_{2}\right\}$ be a bounded closed convex subset of $C\left[0, T_{2}\right]$, where

$$
\frac{4 e_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}}<R_{2}<\left(\frac{\Gamma_{q}}{4 e_{2} \Gamma(1-r) T^{*}}\right)^{\frac{1}{\mu-1}}
$$

For $x(t) \in \Omega_{2}$, by $\left(H_{5}\right)$ we get

$$
\begin{aligned}
|T x(t)| & \leq \frac{2 \Gamma(1-r) T_{2}^{q_{2}-r}}{\Gamma\left(1+q_{2}-r\right)}\left(e_{1}+e_{2} R_{2} R_{2}^{\mu-1}\right) \\
& \leq \frac{2 \Gamma(1-r) T^{*}}{\Gamma_{q}}\left(e_{1}+e_{2} R_{2} R_{2}^{\mu-1}\right) \\
& \leq \frac{R_{2}}{2}+\frac{R_{2}}{2}=R_{2}
\end{aligned}
$$

which means that $T\left(\Omega_{2}\right) \subseteq \Omega_{2}$. Then the Schauder fixed point theorem assures that the operator $T$ has one fixed point $x_{2}(t) \in \Omega_{2}$. By the same arguments as in the proof of Theorem 1, we obtain that $x_{2}(t) \in \Omega_{2}$ satisfies equation (8).

In a similar way, we obtain that thee equation (10) defined on $\left[T_{i-1}, T_{i}\right]\left(T_{N}=\right.$ $T)$, has solution $x_{i}(t) \in \Omega_{i}=\left\{x \in C\left[0, T_{i}\right] ;\|x\| \leq R_{i}\right\}, i=3,4, \cdots, N$, where

$$
\frac{4 e_{1} \Gamma(1-r) T^{*}}{\Gamma_{q}}<R_{i}<\left(\frac{\Gamma_{q}}{4 e_{2} \Gamma(1-r) T^{*}}\right)^{\frac{1}{\mu-1}}
$$

Hence, problem (1) has a solution. The proof is completed.
Consider the following problem

$$
\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=b_{1}(t) x^{\gamma}+b_{2}(t) x^{\mu}+b_{3}(t) x, \quad 0<t<T  \tag{22}\\
x(0)=0, x(T)=0
\end{array}\right.
$$

where $0<T<+\infty, q(t)$ satisfies $\left(H_{1}\right), 0<\gamma<1, \mu>1, t^{r} b_{i}(t) \in C[0, T]$.
Combining Theorems 1, 2 and 3, we have the following result.

Theorem 4. Let $0<\gamma<1, \mu>1, t^{r} b_{i}(t) \in C[0, T], i=1,2,3$ with $\max _{0 \leq t \leq T} t^{r}\left|b_{3}(t)\right|<$ $\frac{\Gamma_{q}}{4 \Gamma(1-r) T^{*}}$, and assume that the condition $\left(H_{1}\right)$ holds. Then problem (22) has one solution.

Proof. It follows from Theorems 1, 2 and 3 that two-point boundary value problems

$$
\begin{gathered}
\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=b_{1}(t) x^{\gamma}, 0<t<T, \\
x(0)=0, x(T)=0,
\end{array},\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=b_{3}(t) x, 0<t<T \\
x(0)=0, x(T)=0
\end{array}\right.\right. \\
\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=b_{2}(t) x^{\mu}, \quad 0<t<T \\
x(0)=0, x(T)=0,
\end{array}\right.
\end{gathered}
$$

have one solution $u_{1}(t), u_{2}(t)$ and $u_{3}(t)$, respectively. Based on the linearity of variable order fractional derivative $D_{0+}^{q(t)}$, we obtain that the function $u(t)=$ $u_{1}(t)+u_{2}(t)+u_{3}(t)$ is one solution of the problem (22).

## 4. Some examples

In this section, we provide several examples to demonstrate the utility of our results.

Example 4. Let us consider the following linear boundary value problem

$$
\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=t^{-0.4}, \quad 0<t<3  \tag{23}\\
u(0)=0, u(3)=0
\end{array}\right.
$$

where

$$
q(t)= \begin{cases}1.2, & 0 \leq t \leq 1 \\ 1.5, & 1<t \leq 2 \\ 1.8, & 2<t \leq 3\end{cases}
$$

We see that $q(t)$ satisfies condition $\left(H_{1}\right) ; t^{0.5} f(t, x)=t^{0.1}:[0,3] \times R \rightarrow R$ is continuous. Moreover, $\max _{0 \leq t \leq 3} t^{0.5} f(t, x)=\max _{0 \leq t \leq 3} t^{0.1}=3^{0.1}$, thus we can take suitable constants to verify $f(t, x)=t^{-0.4}$ satisfies conditions $\left(H_{2}\right)-\left(H_{5}\right)$. Then Theorem 1 or Theorem 2 or Theorem 3 assures problem (23) has a solution.

In fact, by the above arguments, we obtain that the equation of (23) can be divided into three expressions as follows:

$$
\begin{equation*}
D_{0+}^{1.2} x(t)=t^{-0.4}, \quad 0<t \leq 1 \tag{24}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{-0.5}}{\Gamma(0.5)} x(s) d s=t^{-0.4}, \quad 1<t \leq 2  \tag{25}\\
& \frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{-0.8}}{\Gamma(0.2)} x(s) d s=t^{-0.4}, \quad 2<t \leq 3 \tag{26}
\end{align*}
$$

By [21], we can easily obtain that the problems

$$
\begin{gathered}
\left\{\begin{array}{l}
D_{0+}^{1.2} x(t)=t^{-0.4}, \quad 0<t \leq 1, \\
x(0)=0, x(1)=0
\end{array}\right. \\
\left\{\begin{array}{l}
D_{0+}^{1.5} x(t)=\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{-0.5}}{\Gamma(0.5)} x(s) d s=t^{-0.4}, \quad 0<t<2, \\
x(0)=0, x(2)=0
\end{array}\right. \\
\left\{\begin{array}{l}
D_{0+}^{1.8} x(t)=\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{-0.8}}{\Gamma(0.2)} x(s) d s=t^{-0.4}, \quad 0<t<3, \\
x(0)=0, x(3)=0
\end{array}\right.
\end{gathered}
$$

have, respectively, the following solutions

$$
\begin{aligned}
& x_{1}(t)=\frac{\Gamma(0.6)}{\Gamma(1.8)}\left(t^{0.8}-t^{0.2}\right) \in C[0,1] ; \\
& x_{2}(t)=\frac{\Gamma(0.6)}{\Gamma(2.1)} t^{1.1}-\frac{\Gamma(0.6) 2^{0.6}}{\Gamma(2.1)} t^{0.5} \in C[0,2] ; \\
& x_{3}(t)=\frac{\Gamma(0.6)}{\Gamma(2.4)} t^{1.4}-\frac{\Gamma(0.6) 3^{0.6}}{\Gamma(2.4)} t^{0.8} \in C[0,3] .
\end{aligned}
$$

By calculation we obtain that $x_{1}(t), x_{2}(t)$ and $x_{3}(t)$ are the solutions of (24), (25) and (26), respectively. As a result, problem (23) has a solution.

To facilitate the intuitionistic descriptions of $x_{i}(t), i=1,2,3$, we give their function images. The blue curve is $x_{1}$ 's image; the black curve is $x_{2}$ 's image and the red curve is $x_{3}$ 's image.


Example 5. Let us consider the following nonlinear boundary value problem

$$
\left\{\begin{array}{l}
D_{0+}^{q(t)} x(t)=t^{-0.3} \frac{\left\lvert\, x x^{\frac{1}{3}}\right.}{1+x^{2}}, \quad 0<t<2  \tag{27}\\
u(0)=0, u(2)=0
\end{array}\right.
$$

where

$$
q(t)= \begin{cases}1.5, & 0 \leq t \leq 1 \\ 1.7, & 1<t \leq 2\end{cases}
$$

We see that $q(t)$ satisfies condition $\left(H_{1}\right) ; t^{0.5} f(t, x)=t^{0.2} \frac{|x| \frac{1}{3}}{1+x^{2}}:[0,2] \times R \rightarrow R$ is continuous. Moreover, we have

$$
\max _{0 \leq t \leq 2} t^{0.5}|f(t, x)|=\max _{0 \leq t \leq 2} t^{0.2} \frac{|x|^{\frac{1}{3}}}{1+x^{2}} \leq 2^{0.2}|x|^{\frac{1}{3}} .
$$

Let $r=0.5, c_{1}=1, c_{2}=2^{0.2}$ and $\gamma=\frac{1}{3}$. We can verify that $f(t, x)=t^{0.2} \frac{|x|^{\frac{1}{3}}}{1+x^{2}}$ satisfies condition $\left(H_{2}\right)$. The assumption $\left(H_{3}\right)$ of Theorem 1 is also satisfied. This suggests that the problem (27) has a solution by virtue of Theorem 1.

## Acknowledgements

Research was supported by the National Natural Science Foundation of China (11671181).

## References

[1] R.P. Agarwal, M. Benchohra, S. Hamani, Boundary value problems for fractional differential equations, Georgian Math. J., 16(3), 2009, 401-411.
[2] B. Ahmad, A. Alsaedi, Existence and uniqueness of solutions for coupled systems of higher-order nonlinear fractional differential equations, Fixed Point Theory Appl., 2010(2010), 2010, 1-17.
[3] Z. Bai, Solvability for a class of fractional m-point boundary value problem at resonance, Comput. Math. Appl., 62(3), 2011, 1292-1302.
[4] X. Su, Boundary value problem for a coupled system of nonlinear fractional differential equations, Appl. Math. Lett., 22(1), 2009, 64-69.
[5] H. Sun, W. Chen, Y. Chen, Variable-order fractional differential operators in anomalous diffusion modeling, Phys. A, 388(21), 2009, 4586-4592.
[6] C. Coimbra, Mechanics with variable-order differential operators, Ann. Phys., 12(11-12), 2003, 692-703.
[7] H. Sheng, H. Sun, Y. Chen, T. Qiu, Synthesis ofmultifractional Gaussian noises based on variable-order fractional operators, Signal Process., 91(7), 2011, 1645-1650.
[8] C. Tseng, Design of variable and adaptive fractional order FIR differentiators, Signal Process., 86(10), 2006, 2554-2566.
[9] H. Sheng, H. Sun, C. Coopmans, Y. Chen, G. Bohannan, Physical experimental study of variable-order fractional integrator and differentiator, in: Proceedings of the 4th IFAC Workshop on Fractional Differentiation and its Applications(FDA'10), 2010.
[10] H. Sun, W. Chen, H. Wei, Y. Chen, A comparative study of constant-order and variable-order fractional models in characterizing memory property of systems, Eur. Phys. J. Special Topics, 193(2011), 185-192.
[11] T. Hartley, C. Lorenzo, Fractional system identification: An approach using continuous order distributions, NASA/TM, 40(1999), 1999, 1999-2096.
[12] C. Chan, J. Shyu, R. Yang, A new structure for the design of wideband variable fractional-order FIR differentiator, Signal Process., 90(8), 2010, 2594-2604.
[13] C. Tseng, Series expansion design for variable fractional order integrator and Differentiator using logarithm, Signal Process., 88(9), 2008, 278-2292.
[14] C. Lorenzo, T. Hartley, Variable order and distributed order fractional operators, Nonlinear Dyn., 29(1-4), 2002, 57-98.
[15] C. Chan, J. Shyu, R. Yang, Iterative design of variable fractional-order IIR differintegrators, Signal Process., 90(2), 2010, 670-678.
[16] J. Shyu, S. Peib, C. Chan, S. Chan, An iterative method for the design of variable fractional-order FIR differintegrators, Signal Process., 89(3), 2009, 320-327.
[17] B. Ross, Fractional integration operator of variable-order in the Hölder space $H^{\lambda(x)}$, Internat. J. Math. and Math. Sci., 18(4), 1995, 777-788.
[18] D. Valério, J.S. Costa, Variable-order fractional derivatives and their numerical approximations, Signal Process., 91(3), 2011, 470-483.
[19] A. Razminia, A.F. Dizaji, V.J. Majd, Solution existence for nonautonomous variable-order fractional differential equations, Math. Comput. Model., 55(3-4), 2012, 1106-1117.
[20] R. Lin, F. Liu, V. Anh, I. Turner, Stability and convergence of a new explicit finite-difference approximation for the variable-order nonlinear fractional diffusion equation, Appl. Math. Comput., 2(2), 2009, 435-445.
[21] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier B. V., 2006, Netherland.
[22] S. Umarov, S. Steinber, Variable order differential equations and diffusion processes with changing modes, http://arxiv.org/abs/0903.2524v1.
[23] M. Dreher, A. Jüngel, Compact families of piecewise constant functions in $L^{p}(0, T ; B)$, Nonlinear Anal., 75(6), 2012, 3072-3077.
[24] D. Sierociuk, W. Malesza, M. Macias, Derivation, interpretation, and analog modelling of fractional variable order derivative definition, Appl. Math. Model., 39(13), 2015, 3876-3888.
[25] X. Zhao, Z. Sun, G. EmKarniadakis, Second-order approximations for variable order fractional derivatives: Algorithms and applications, J. Comput. Phys., 293(2015), 2015, 184-200.
[26] A. Atangana, On the stability and convergence of the time-fractional variable order telegraph equation, J. Comput. Phys., 293(2015), 2015, 104-114.
[27] X. Li, B. Wu, A numerical technique for variable fractional functional boundary value problems, Appl. Math. Lett., 43(2015), 2015, 108-113.

Shuqin Zhang
School of Science, China University of Mining and Technology, 100083, Beijing, China
E-mail: zsqjk@163.com
Lei Hu
School of Science, Shandong Jiaotong University, 250357, Jinan, China
E-mail: huleimath@163.com

Received 13 April 2016
Accepted 19 May 2018

